Center of Excellence

Co

RAIS

- Use Case Fo

| essons Learned from

Prof. Dr. — Ing. Morris Riedel
School of Engineering & Natural Sciences, University of Iceland, Iceland i -

Juelich Supercomputing Centre, Forschungszentrum Juelich, Germany g e
2021-04-08, RAISE CoE Seminar HPC Systems Engineér[gg in the l‘n'teract[on Room, Online .‘

undations &

-act Sheets




CoE RAISE Web Page & More Information RAISE

Center of Excellence

RASE

Welcome to
CoE RAISE

2021-04-08 CoE RAISE Use Case Foundations & Lessons Learned from Fact Sheets 2




CoE RAISE — Motivation & Approach RASE

Center of Excellence

Simulation / Experiment

RAISE il

Big Data Center of Excellence Surrogate / Model
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Use Cases in Cok RAISE

> WO dnds of Use cases.

Al at
Exascale

Example from use case "Al for wind farm layout”: Turbulence

generated by a cliff on Bolund Island, Denmark.
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RAISE

Center of Excellence

Al at
Exascale

Example from use case ” Seismic imaging with remote sensing - oil and

gas exploration and well maintenance”: Snapshot from a wavefield.



Compute- and Data-driven Use Cases —Overview RASE

Center of Excellence

Al for turbulent boundar

sensing - oil and gas exploration
and well maintenance
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Partners in CoE RAISE RASE

Center of Excellence
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CoE RAISE's Objectives (1)

> Development of Al methods towards Exascale
along use-cases

» RAISE tightly connects
> an exceptional hardware infrastructure,
> an usable and versatile software infrastructure,
» compute-driven use cases,
> and data-driven use cases

to contribute to a Unique Al framework that will be
provided to academic and industrial communities
(RAISE Al-Exascale library)
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CoE RAISE’s Objectives

> Knowledge and technology transfer to science and
industry
» Service development and education

> Creation of a European network to support less
developed entities
» Equalize knowledge and technology across borders

» Business development to ensure sustainability
> Market analysis and finding a market niche for the CoE

» Connect to others

» Connect to other CokEs, Pre-Exascale projects, and other
existing projects
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Vision — Intertwined HPC Simulations & Al

> What means Al & HPC Cross Methods at Exascale?

aﬁ\x‘ls[é |
| technologies Appllcatlnns

Today rather high performance data analytics (HPDA)

—
P m i App»ica:iun]

HPCResource —

[HPC Simulation

Request for analytics
validation from HPC
simulation (scientific
application)

Response from data

b analysis/analyticsto generate
more suitable parameters or
torefine model characteristica

The “full loop of Scientific Big Data Analytics’

[ Data Analysis/Analytics (e.g. solving in-verse problems) ]l

HPC/HIC Resource

su; Data’ Processing Unit: Preparing & B,. roenes
r.lmmg data (e.g. empirical data) ereciodsprins

Observations

Lippert, T., Mallmann, D., Riedel, M.: Scientific Big Data Analytics by HPC, in Symposium proceedings of NIC

018

Exascale

Symposium 2016 — publication Series of the John von Neumann Institute for Computing (NIC), NIC Series 48 (417),

ISBN 978-3-95806-109-5, February 11-12, 2016, Juelich, Germany

full loop'?

Energy Meteorological In-Situ Big Data Analytics

Morris Riedel*?, Jonas Berndt!2, Charlotte Hoppe!2, Hendrik Elbern??

contact: m.riedel@fz-juelich.de
j.berndt@fz-juelich.de

“Insttue of Energy and Climate Research (IEK-8), Ferschungszentrum Jilich GmbH, Julich, Germany
University of Iceland, Reykjavik, Iceland
Rhenish Insitute for Environmental Research at the University of Cologne. Cologne, Germany

RAISE

Center of Excellence

#) J0LICH

FORSCHUNGSZENTRUM

Background & Objective

power grid

The stochastic nature of weather |u|mesmndammpmarasanmmnmd

We make use of various perurbation techniques in the frame of a
call for | | regional meteorological ensemble with O(1000) members to capture

the improvement of the underlying weather

and energy
improvement of probabilistic wind and solar power forecasts. The major potential lies in
er forecast.

=xareme enor svents and to improve skill scores of short and shortest
range forecasts of wind speed at hub height {~ 100m) and inadiance.

A data mining application shal identify the relationship hsmeen

mmmsmesasanassmmpmeueﬁmgemm
‘ensembie members within a particle filter algorithm.

Meteorological Ensemble

+ An ukra large ensamble version of the Weather Research and Forecast modsl (WRF) as part of
ESIAS (Ensemble for Stochastic Imegration of Amosgheric Simulation). which provides a
comprehensive probahiliy density evolution of the model state

+ Computational efficient implementstion on the JUQUEEN, which realizes communication betwesn
the ensemble members by mroducing a second stage of MPI paralielism

« Initial values and lateral boundary values from the global ECMWF and GFS ensembles

+ A broad variaty of state-of-the-art techniques of uncertainty representation within the model
(SKEBS — Stachastic Kinetic-Energy Bacckscatier Scheme, SPPT ~ Stochastic Perurbed
Parameterization Tendency, penurbation of surface values, etc)

Coupled Forecast-Analysis System

Data Mining Methodology

The amaunt of
resources is propartional 1o the

ensemble member number. As
an ple, 1024
members require 63536 cores
on the IEM BlusGene § system
(JUQUEEN) to accomplish 24
hour simulation in approximasely
L5 hours (the MWF comprises
the majority, with (0 tasks and
anine data mining being af
secondary relevance).

Amount of data to be managed

O s LTI

T i | Errreey

In-Situ Analytics Application Loop

The coupled forecast analysis system combines the meteorological forecast. partcle fitering
and data miner in one application loop. Due to high computational demands, special focus is

Germany, [ PDF (~ 4,08 MB) ]
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*Cl i trains a model of the data given training set T
T= (200} [2nstin
» Supenised classification problem: Experts provide labels v, data of WRF ensembles * quality
« Multi-class design enabling scientists to label with an increasing rangs of quality classes
« The trained mode! is then used with unseen WRF data to assign it to & qualiy Class
- Depending on the quality class predicted by the mode! WRF. ensembles are canceled/continued
« Chasen algorithm 1 create a model are Support Vectar Machines (SVM) with kemel methads

il

+ Train a mode! with support vectors (cf. orange data in figure) is computationally complex
* SVM ngeds to find the best decision boundary (aka points mast far away fram existing points)
*Itis a constraint optimization problem sobved inherenth with sequential minimal ogimization

* The optimization prablem aims to mazmize the margin (above orang background colar)

[T |

In this simpified 20 exampie of a avs ciass probiem
(e = bad WAF ensemble members, greed = good
ViRE ensembie
] .

lines wil separate bot ciesses in this exampie, SYM
b= =
a2 shovn in the lsrason, The imeresing propery of
shis biue line it is offers the best generalizasion
out of sample. [ other words, Gnce the raining dats
s been used o train the madel, the made! vl work
quite el it unse=n (WRF ensemle members.

Riedel, M., Berndt, J., Hoppe, C., Elbern, H., Energy Meteorological In-Situ Big Data Analytics,
Helmholtz Program Meeting, Karlsruhe Institute of Technology (KIT), July 1, 2016, Karlsruhe,




Can Al do Exascale & use Disruptive Technologies? RAISE

Center of Excellence

Time per epoch [sec]

Jube_ wp_iteration
0

Europe #1
Supercomputer
(11/2020) g Y
250 4 u E 4] workflow
{'”)‘ WModule 4.
. . HBP et [ Climatology
. Example from 2019: e =1 i workflow
Using partition of the JUWELS workfiow
system has 56 compute nodes,

each with 4 NVIDIA V100 GPUs
(equipped with 16 GB of memory)

24 nodes x 4 GPUs = 96 GPUs

a .8
ber, s s, 4],
ata_ke -
a s/cali '+id_dataset+'/'
D:\wWavuk : :
The Quantum Computing Company T ({fold], dt at)
- o = ® = B
nedes Y

Sedona, R., Cavallaro, G., Jitsev, J., Strube, A., Riedel, M., Book, M.: SCALING UP A MULTISPECTRAL RESNET-50 TO
128 GPUS, in conference proceedings of the IEEE International Geoscience and Remote Sensing Symposium
(IGARSS 2020), September 26 — October 2nd, 2020, Virtual Conference, Hawai, USA

8

Sedona, R., Cavallaro, G., litsev, J., Strube, A., Riedel, M., Benediktsson, J.A.: Remote Sensing Big Data
Classification with High Performance Distributed Deep Learning, Journal of Remote Sensing, Multidisciplinary
Digital Publishing Institute (MDPI), Special Issue on Analysis of Big Data in Remote Sensing, 2019

Cavallaro, G., Willsch, D., Willsch, M., Michielsen, K., Riedel, M.: APPROACHING REMOTE SENSING IMAGE
CLASSIFICATION WITH ENSEMBLES OF SUPPORT VECTOR MACHINES ON THE D-WAVE QUANTUM ANNEALER, in
conference proceedings of the IEEE International Geoscience and Remote Sensing Symposium (IGARSS 2020),
September 26 — October 2nd, 2020, Virtual Conference, Hawai, USA
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Towards Al & HPC at Exascale with CoE RAISE Results RAISE

Center of Excellence

Hardware Infrastructure

Prepare & Document available production systems at partners’ HPC centers

Use Case g
Requirements & ) Examples: JUWELS (JUELICH), LUMI (UolCELAND), DEEP Modular Prototypes, JUNIQ (JUELICH), etc.

Feedback

Software Infrastructure

. Prepare & Document available open source tools & libraries for HPC & Al useful for implementing use cases
Data-Driven

Hardware Use Case - = Examples: DeepSpeed and/or Horovod for interconnecting N GPUs for a scalable deep learning jobs

Infrastructure Requirements &

Feedback Computing-driven Use Cases Requirements & Feedback

5 . Use cases with emphasize on computing bring in co-design information about Al framework & hardware

UNIQUE Al Examples: Use feedback that TensorFlow does not work nicely, so WP2 works with use cases on pyTorch
FRAMEWORK

Al at Exascale Data-driven Use Cases Requirements & Feedback

Methodologies Use cases with emphasize on data bring in co-design information about Al framework & hardware
OPEN SOURCE COMMUNITY

AI & HPC BEST PRACTICES

EuroHPC & PRACE - UNIQUE AI FRAMEWORK

EuroCC NCCs

Examples: Deployment blueprint by using Al training on cluster module & inference/testing on booster

Living design document & software framework blueprint for using HPC & Al offering also pretrained Al models
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WP2 —Al- & HPC-Cross Methods at Exascale in a nutshell RAISE

Center of Excellence

> WP3 (Compute-Driven Use-Cases towards Exascale)
> WP4 (Data-Driven Use-Cases towards Exascale

> Developments in these WPs will be
supported by the cross-linking activities of WP2
» E.g. scaling machine & deep learning codes

with frameworks like Horovod/Deepspeed ) (CoE stakeholders |
» E.g. introduction to new Al methods such & e L
as Long-Short Term Memory (Time series) o | e somons\ |
» E.g. data augmentation approaches ' = | e
> E.g. benchmarking HPC machines and offer WP5
also pre-trained Al algorithms (i.e., transfer learning) J U

. ® Management @ Data-Driven Use-Cases
> E.g. offer neural architecture search methods for il ey

hyperparameter - tuning in Semi_automatic Way oCompute:Driven U’se:Ca?ses ® Qutreach & Services
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Selected Techniques to Identify Cross-Methods for HPC & Al RAISE

Center of Excellence

» Fact Sheets
> Foster initial understanding

» Living document & each Fact Sheet
per WP3/WP4 Use Case

> (Experience from many other EU projects)

» Selected Contents
> Short Application Introduction
» Clarify Primary Contacts
> Codes/Libraries/Executables
» HPC System Usage Details
> Specific Platforms & ‘where is what data’?
> Machine/Deep Learning Approaches of Interest

initial steps

Real-World Canvas

Problem Canvas

Presentations by
Prof. Matthias Book &
Prof. Helmut Neukirchen

Decomposition Canvas

interaction room process
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Fact Sheet Process of CoE RAISE & Early Co-Design Examples

- — — processing-
[*ﬁ‘} (Near) Real-Time Processing ][—_‘r} [J# na))—{Distributed) DL Training] [ : : “ML Hyper-parameter Tuning & NAS|| infensive RS
applications
y -ttt vy T TTTTTTTTS v
PRAC HPC Infrastructure ~ ﬂi’,‘fdﬂ Commercial Cloud ‘JUNI@JueIich Unified Infrastru?ture ) computing
PRACE & &) Google Cloud Vendors @ for Quantum Computing | jnfrastructures
S — A ___ A
v v v h 2
Other Modular || g4 AWS EC2 & DL @ D-Wave | innovative
EU ) A HPC Amazon Machine Image Systems computing
HPC g System (AMI) & Elastic Map Quantum T
Systems d JUWELS Reduce (EMR) Example Annealer
A L
—————-—-—-ﬂ D
v v e L] v v
a MPI Parallel a@ ML/ DL a Apache a D-Wave quantum | technology
OpenMP + SVM 1“‘ Libraries Libraries Ocean SVM libraries &
Modules || F 75 e TensorFlow g aps iz a API Python
fu Araewi i ck-a S
o= m . DeepSpeed Spr Library Code package
N
P i core Quantum Quantum
Processors Chip Chip
(high single thread (‘Accelerators’ with low Pegasus DW2000Q
performance: ~24 cores) performance, ~7000 cores) 5000 Qubits 2000 Qubits

@ Parallel ML implementations still rare (MP1/OpenMP) ) @Costs of GPUs of CC vendors (e.g., EC2) tough, MS/houD Legend:

@ Open source tools good, but all need to fit in versions ) @ GPU hours are free, but requires time grant proposal ) ®

@ Using very many GPUs beyond NVlink could be tricky ) @ Free GPUs in Google Colab vary in the available types ) :Igl?hghrei

@ Look & feel of CC vendor ML services differ significantlb Worl:s not yet with multi-class problems & large data ) Experiences

Riedel, M., Cavallaro, G., Benediktsson, J.A.: Practice and Experience in using Parallel
and Scalable Machine learning in Remote Sensing from HPC over Cloud to

Quantum Computing, in conference proceedings of the
IEEE IGARSS Conference, Brussels, Belgium, 2021,
Physical and Online event, to appear
https://igarss2021.com/

Riedel, M., Sedona, R., Barakat, C., Einarsson, P., Hassanian, R., Cavallaro, G., Book, M.,
Neukirchen, H., Lintermann, A.: Practice and Experience in using Parallel and Scalable
Machine learning with Heterogenous Modular Supercomputing Architectures,

in conference proceedings of the IEEE IDPDS Conference, Heterogenous

Computing Workshop (HCW), Portland, USA, 2021, Online, to appear
https://www.ipdps.org/

IPOPS

| 2021 Portland

Covid-19 Chest X-Rays Analysis

Neuroscience & BigBrain Research

~

] [n ARDS Time Series Analysis] M
8 f c)
— A

Infrastructure

CBRAIN infrastructure

JUWELS

Modular ("}

HBC S\'ngulérity
Container
@ Environment

System
JUWELS

.Dlstnbute AR .
Training @ —~ 4 [Js-oml—
Tools + ”

LDeepSpeed Tensor

Scalable
Storage
Service
Module
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Innovative
Memory

Hierarchies (‘Accelerators’ with low

performance, ~7000 cores)

performance: ~24 cores)

RAISE

Center of Excellence

$ export STHGULARTTY_THPOIR=S (mktemn -d -p ~§(med)/uinterschool_tap")

Pull the docker
$ cd winter

)
Pkl T ettssra narq d
Sy ot

'« download a dataset: -

$ Git config --global user.name ~Your nase’
$ git config --global user.email "peturhelgifgnail.con™

Stngularity> datalad nstsll https://github.con/CONP-POID conp- dataset -git

ARDS Time Series Analysis

14



ASE

Center of Excellence

Fact Sheet Process of CoE RAISE & Paper Example

> 'not a waste of time': Fact Sheets can be re-used for publications, project presentations & dissemination

Riedel, M., Sedona, R., Barakat, C., Einarsson, P., Hassanian, R., Cavallaro, G., Book, M.,

Neukirchen, H., Lintermann, A.: Practice and Experience in using Parallel and Scalable
Machine learning with Heterogenous Modular Supercomputing Architectures,

in conference proceedings of the IEEE IDPDS Conference, Heterogenous

Computing Workshop (HCW), Portland, USA, 2021, Online, to appear
https://www.ipdps.org/

Practice and Experience in using Parallel and
Scalable Machine Learning with Heterogenous

ot Modular Supercomputing Architectures
.
Morris Riedel Rocco Sedona (Chadi Barakat
Module 6 Module 2 Department of Computer Science Jiilich Supercomputing Centre Jilich Supercomputing Cenre
Sooster Tniversiy offocand e i

Reykjavik, leeland Julich, Germany Jlich, Germany
‘morris@hiis dona Jich.d ¢ burak. Jich.de
Petur Einarsson Reza Hassanian Gabricle Cavallaro

Department of Computer Science Department of Computer Science Jilich Supercomputing Centre

e Uniersity of eelond Universiy of celand Forschungszentrum Jilich
Module 5 o o "8
pied) Modied, Reykjavik, Ieland Reykjavk, Ieland Julich, Germany
Data Analytics turhelgi @gmail.com seh38@hi.is cavallaro@ fz-juelich.de
Module Module peluhelzice & ’
[an H on e Matthias Book Helmut Neukirchen Andrcas Lintermann

Department of Computer Science
University of Iceland

Reykjavik, leeland
El- NN bookehiis

e o s conamoul inccued e of Dep v are ot o st of advances i Clood Compuin (CC)
L) of Machine Learning (ML) and Quantum C: b
that requires pow-

Department of Compuer Science Jiich Supercomputing Centre
University of leeland Forschungszentrum Jilich

Reykjavik, Iceland Julich, Germas

helmut@hiis alintermann@fz-juclich.de

Neuromorphic

quantum comput
Hormance Com.  and_ditributed algoriths, remote sei
g (HPC) ssims based on m.um ‘and many-core  modular supercomputer architecture
GPUs equis an arciectura dein (bt address nd, wer
co v of

i

el
i e

L INkobuCTION
Today, an academicallydriven supercomputing_centre’s
(e Justich Supercomputing Cente, Barcelona Supetcons-
puting Centre®, or Finish IT Cenier for Science CSC') ap-
plicaton portolio is highly mulidisciplinary, aisng dierse
requirements for a HPC architecture that enabls research for
a wide varity of end-user communitis [1]. Examples include
Dut ar ot i (o siophysic, congutatonal ilogy
. chemistry. earth and environment, pla
computtional soft mater,id dynamics,elementary
ter science and numerical mathematis,

e
o applic munities case stud
I el Sk wint e AISA Wi JOWELS. and the iy
LEP Systens i pracic. This,the pper provide detalls o approaches in thes commnities ar diverse, butaso the way
ormements o NI, DY st Nk o papr 1 Y numercal mthods, and
Tocucs on MSA-based HPC sysicms and application experience,  Parallelisation strategies. Many of these are “iraditional HPC
applications’ (i, modeling and simulation sciences) that use:
iferative. methods and ely heavily on a small number of
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Fig. 2. Remote Sensing applications taking advantage of the MSA ensuring conceptual interoperability with Clouds.

D) is a necessary solution to train DL classifiers in a rea-
sonable amount of time, providing RS researchers with a
high-accuracy performance in the application recognition
tasks. The same is true for the emerging HPC system land-
scape currently acquired by the EuroHPC Joint Undertaking
such as the LUMI supercomputer in Finland (see Fig. 2 E).

Our RS case study mainly takes advantage of the MSA-
based JUWELS system (see Fig. 2 ) at the JSC in Germany,

ing the fastest EU with 122,768
CPU cores only in its cluster module (cf. Seetion 2.1 H).
‘While JUWELS and multi-core processors (see Fig. 2 U)
offer tremendous performance, the particular challenge to
exploit this data analysis performance for ML is that those
systems require specific parallel and scalable techniques. In
other words, using JUWELS cluster module CPUs with Re-
mote Sensing (RS) data effectively requires parallel algorithm
implementations opposed to using plain scikit-learn'S, R'S, or
different serial algorithms. Parallel ML algorithms are typi-
cally programmed using the MP! standard, and OpenMP (see
Fig. 2 L) that jointly leverage the power of shared memory
and distributed memory via low latency interconnects (e.g..
Infiniband'”) and parallel filesystems (e.g., Lustre'®).

Given our experience, the availability of open-source par-
allel and scalable machine learning implementations for the
JUWELS cluster module CPUs that go beyond Artificial Neu-
ral Network (ANN)s or more recent DL networks (see Fig. 2
0) is still relatively rare. The reason is the complexity of par-
allel programming of ML and DL codes and thus using HPC
with CPUs only can be a challenge when the amount of data

Uhips/scikiearn orisablel
[T ———
!

is relatively moderate (i.e.. DL not always succesful). One ex-
ample is using a more robust classifier such as a parallel and
scalable Support Vector Machine (SVM) open-source pack-
age (sce Fig. 2 M) that we developed with MPI for CPUs and
used to speed up the classification of RS images [16].

3.1. Selected DL Experiences on MSA-based Systems
The many-core processor approach of the highly scalable
JUWELS booster (see Section 2.2) with accelerators brings
many advancements to both simulation sciences and data
sciences, including innovative DL techniques. Using many
numerous simpler processors with hundreds to thousands of
independent processor cores enabled a high degree of parallel
processing that fits very nicely to the demands of DL training
whereby lots of matrix-matrix multiplications are performed.
Today, hundreds to thousands of accelerators like Nvidia
GPUS (see Fig. 2 V) are used in large-scale HPC systems, of-
fering unprecedented processing power for RS data analysis.
JUWELS Booster module offers 3744 GPUs of the most re-
cent innovative type of Nvidia A100 tensor core'” cards. Our
experience on MSA-based systems such as DEEP? (see Fig.
2G). JURECA ', and JUWELS shows that open-source DL
packages such as TensorFlow?? (now including Keras?) or
pyTorch? are powerful tools for large-scale RS data analysis.
We experienced that it can be quite challenging to have
the right versions of python code matching the available DL
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Fig. 3. Health science applications taking advantage of the MSA enabling seamless access for non-technical medical experts.

latest cuDNN support (see Fig. 3 P) the inference and train-
ing time of the Covid-Net model is significantly faster as with
GPUS of the previous genieration given its tensor cores.

‘We used several publicly available datasets of COVIDx
[25] that iss an open access benchmark dataset initially com-
prising of 13,975 CXR images across 13,870 patient patient
cases. But in the last couple of month this dataset was ex-
tended numerous times with new datasets made available that
in turn we used again with Covid-Net as well. The SSSM
of the MSA systems and its parallel file system Lustre (see
Fig. 3 R) provides a powerful storage mechanism to store the
COVIDx datasets and its updates.

‘This module also stores additional data we obtained from
a collaborating Pharma company that we in tum used to
validate that Covid-Net is able to generalize well to unseen
datasets. At the time of writing, the name and dataset of
the collaborating pharma company can not be revealed, but
will be made available to the workshop organizers during
the workshop. Using the MSA-based systems JUWELS and
DEEP seamlessly with Jupyter requires the definition of an
own Kemel*? using the module® environment of the MSA.
HPC sysiems (see Fig. 3 bottom right). Our experience on
using own Kernels with Jupyter notebooks is extremely pos-
itive while at the same time offering a user interface with
notebooks that are user-friendly enough for medical imaging
experts.

7 hupsijupyterjsc. - juelich defnbviewer github/FZJ-JSCupyter jsc-
" JupyterKemel_general ipynb.

4.2. Time Series Data Analysis of ARDS Patients

Our application case study *ARDS Time Series Analysis” (see
Fig. 3 A) addresses the medical condition Acute Respiratory
Distress Syndrome (ARDS) that affects on average 1-2% of
‘mechanically-ventilated (MV) Intensive Care Unit (ICU) pa-
tients and has a 40% mortality rate [26, 27]. At present the
leading protocol for diagnosing the condition is the Berlin
definition that defines onset of ARDS as a prolonged ra-
tio of arterial oxygen potential to fraction of inspired oxy-
gen (P/F ratio) of less than 300 mmHg, and the lower this
value is determined (0 be, the more severe the diagnosis is
[28]. Several papers have determined a correlation between
early detection of onset of ARDS and survival of the patient,
which highlights the need of early detection and treatment of
the condition, before onset of sepsis and subsequently multi-
organ failure [27, 29, 30]. Hence, the goal of this case study
is to develop an algorithmic approach that provides early
warning and informs medical staff of mitigating procedures
can be a beneficial tool for ICU personnel.

‘We take advantage of the freely available ICU patient data
provided in the Medical Information Mart for Intensive Care
- I (MIMIC-III) database, compiled between 2001 and 2012
from admissions to the Beth Israel Deaconess Medical Center
in Boston, MA [31]. The procedure thus, is to build and test
our models using patient data from the MIMIC-TII database,
then verify our results using patient data collected from hos-
pital participating in our German Smart Medical Information
Technology for Healthcare (SMITH) project consortium®®
with real hospitals, and finally roll out the developed model

8 ipshpe.wiki nfo/ bpc/Modues.

9 hipsivww smith carehome-2/
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| essons Learned from CoE RAISE Draft Factsheets RAISE

Center of Excellence

> Fact Sheet process &

» Participants have been very positive understanding use cases & each other much better
> Enables really to understand where what components of use cases are running & why needed
> Fosters understanding what is confidential, e.g., what could be goals to for industry for a patent

> Massive complexity observed moving towards Exascale with HPC & Al
> Software engineering expertise required
» Al expertise required
» HPC expertise required
» Application domain-science know-how required

> Understanding & Communication
> Essential and lots of expertise area-specific terminology and misunderstandings
» Need for a systematic method to succeed in the nine use cases of CoE RAISE & external use cases
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HPC Systems Engineering in the Interaction Room Seminar RAISE

Center of Excellence

> CoR RAISE Interaction Room Process as Next Step

> Supports the proper software engineering
design of the unique Al framework blueprint

» Expecting to work with WP3
& WP4 experts In an Real-World Canvas | HPC Systems Engineering B I"teraction Room
oe

open minded way in the Interaction Room

> Process will be guided
by Prof. Dr. Matthias Book
(University of Iceland)

> Supported by Software
Englﬂeerlng & teStIﬂg eXpeI’t : Decomposition Canvas
Prof. Dr. Helmut Neukirchen

(University of Iceland)
Book, M., Riedel, M., Neukirchen, H., Goetz, M.: Facilitating Collaboration in High-Performance Computing Projects with an
» M etho | Ogy as one CO E RAl S E OUtCO me Interaction Room, in conference proceedings of the 4th ACM SIGPLAN International Workshop on Software Engineering for

Parallel Systems (SEPS 2017), October 22-27, 2017, Vancouver, Canada
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